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ABSTRACT--This paper presents a two layer recurrent 

neural network applied in glass position and speed control 

transmitted by linear servomotor in Automated Optical 

Inspection (AOI) system platform. The recurrent neural 

network consists of an identifier and a controller, the 

identifier is used to catch a feedback signal from the 

position sensor and the controller is processed in 

microprocessor in order to supply an adaptive PWM signal. 

The AOI glass is transmitted and controlled by linear 

servomotor. The PWM was processed by 30F40XX series 

microprocessor. The performance of the proposed method 

was proved better than without neural network algorithm. 

The theoretic formulations of the proposed neural networks 

were derived. The stability of the proposed method was 

also analyzed and demonstrated. 

 

Keywords -- AOI Position Control, Speed control, 

Recurrent Neural networks, RNN.  

 

1. Introduction 

AOI system is used to inspect the blemishes of the 

glass such as Anti-Reflection (AR) glass, Indium Tin Oxide   

(ITO) glass, Indium Zinc Oxide (IZO) glass, etc. The 

defects of the inspected glass include finger touches, 

pinholes, scratches, and particles [1]. The transmission 

platform controlled by linear servomotor must be precisely 

controlled while glass on proper position and normal speed 

in AOI system platform. The glass has to be inspected 

consecutively and precisely controlled on the proper 

position. The most popular methods in AOI system are 

programmable logic control (PLC) method and 

microprocessor controller [2]. Because of the inspection 

efficiency concern the production cost, inspection speed, 

inspect accuracy and production quantity, AOI system has 

to find more precise and higher inspecting speedway to 

correct inspect in production line. Therefore, in recent 

years, the microchip processor controller with higher 

solution cameras or scanners is more favorably used in AOI 

system. Moreover, for more precise consideration in 

inspection, the PWM signals to drive servomotor transmit 

the platform produced by microchip processor is more 

popular than PLC controller, because of the neural 

algorithm provides robust and tolerant characteristics in 

position and speed control [3].   

The advantages of the neural network algorithm 

applying in AOI system exhibit high reliability, good fault 

tolerance, and better performance on system control. It also 

can avoid the system complexity and effectively transmitted 

the glass with correct speed when glasses are inspecting. 

The inspection procedure can be simply explained as Fig. 1.  

The glass will be scanned twice among the inspecting 

procedure.  X-Y motion table moves and capture the glass 

picture. The blemishes will be definitely found out [4, 5].  
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Fig. 1 the flow chart of glass inspection procedures in AOI system 

For glass inspecting procedure, the glass must be very 

precisely transmitted by linear servomotor with adaptive speed 

and to proper position. Otherwise, the glass must be smoothly 

moved on the platform and taken the picture by line scanner. The 

position sensor can help the microchip to supply an adaptive 

PWM signal to linear servomotor. The neural network algorithm 

will be executed in the microchip program in order to produce an 

adaptive PWM control signal.  Fig. 2 shows the speed control for 

glass inspection in AOI system platform. 
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Fig. 2 the block diagram of position control for glass 

The main equipments of AOI system platform are 

shown in Fig. 3. The platform of AOI system contains 

machine structure, glass, CCD scanner (charged-coupled 

device), position sensor, forward lighting source, back 

lighting source, linear servomotor, imagine DAQ card, I/O 

card, motion card and computer with human-interface 

program. The program is written by Borland C language. 

The microchip processor is embedded in motion card, 

neural network algorithm is written in microchip 30F30XX 

series microprocessor. 
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Fig. 3 The main equipments diagram of AOI system platform 

The speed control based on neural network proposed 

in this paper is a new structure of the RNN. The proposed 

RNN contains two layers, first layer is called input-hidden 

layer and the second layer is called output layer. It differs 

from the conventional recurrent neural (CRNN) network, 

since the CRNN contains at least three layers [6], such as 

the input layer, hidden layer and output layer. In recent 

year, the effort on neural networks are searching the novel 

structure, lesser time consuming in calculation, number of 

weights parameter, and desired performance in wider 

operating range [7, 8].  The RNN proposed in this paper 

shows higher speed convergence in weight parameters, and 

it also improves the efficiency of learning speed, and 

obtains a better performance with the neural networks. 

  

2. The Proposed AOI Position/Speed Control 

The application for the proposed neural network 

algorithm in this paper is the AOI position and speed 

control by linear servomotor. The control architecture 

consists of a Recurrent Neural Network Identifier (RNNI) 

and a Recurrent Neural Network Controller (RNNC). The 

configuration of recurrent neural network for AOI position 

and speed control are shown in Fig. 4. The destination of 

the AOI position and speed control are used to minimize 

the inspection position of glass index for a linear 

servomotor. Simulation of RNN algorithm was compared 

with the RNN algorithm and without RNN algorithm for 

AOI Position Control [9-11]. 
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Figure 4. The configuration of RNN control system  

 

2.1 The Recurrent Neural Network Identifier 

 

The network structure of the proposed RNNI is shown in 

Fig. 5. The input layer and output layer have 
Im =4 neurons 

and one neurons, respectively. The input and output of the 

jth neuron of the input layer are denoted by 1( )jI t  and 

1( )jO t , 1,..., Ij m . The superscripts 1 and 2 represent the 

input layer (layer 1) and output layer (layer 2), respectively. 

The subscripts j represents the jth neuron. The input signals 

of the RNNI are 
1( ),..., ( )

ImI t I t , which consists of ( )u t , 

)1( ty , …,  )3( ty . Each neurons of the input layer are 

connected with each other using recurrent weights  ( )R

jiW t ,  

1,..., Ii m  and 1,..., Ij m . The neurons of the input layer and 

output layer are connected with weights )(tW O

j
, 1,..., Ij m .  

崑山科技大學學報第十期 (民國104年9月)

31



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

)()(1 tutI 

)1()(2  tytI

)2()(3  tytI

)3()(4  tytI

)(2 tO

)(1 tI j

)(tW R

ji

)(1 tW O

)(1 tO j

)(44 tW R

)(4 tW O)(41 tW R

)(31 tW R

)(tI j
Input neurons

Output  

Layer

Hidden Layer

 

               Fig. 5 The network structure of the RNNI 

The mathematical operation of the RNNI can be 

expressed as follows.  

(a) Input layer: 

The input and output of the jth neuron of the input layer 

can be expressed as: 





Im

i

j

R

jijj tOtWtItI
1

11 )1()()()( , 
Imj ,...,2,1        (1) 

and 

1 1

1 1

( ) ( )

1 1

( ) ( )
( ) ( ( )) ,     1,.....,

j j

j j

I t I t

j j II t I t

e e
O t f I t j m

e e






  



       (2) 

where  f(*) is a hyperbola function 

 

 (b) Output layer: 

The input and output of the kth neuron of the output layer 

are equal and can be expressed as: 





Im

j

j

O

j tOtWtItO
1

122 )()()()(              (3) 

Due to the properties of guaranteed convergence, and 

minimizing the performance function, an error function for 

the RNNI is defined as 

22 ))()((
2

1
)( tOtytEI                         (4) 

where )(ty  is the position platform output.  

The weights )(tW O

j
 and ( )R

jiW t  can be adjusted using the 

steepest descent algorithm, which is expressed as   
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
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where  I

O
 and R

I  and  are the learning rates of the RNNI. 

The gradient of error ( )IE t  with respect to the weights 

)(tW O

j
 and ( )R

jiW t  are represented as 
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Substituting (4) and (3) into (7) yields  

  )()()(
)(

)( 12 tOtOty
tW

tE
jO

j

I 


                        (9) 

Substituting (4), (3), (2) and (1) into (8) yields 

     )1()(1)()()(
)(

)( 1212 



tOtOtWtOty

tW

tE
jj

O

jR

ji

I  (10) 

According to the above formula, the RNNI training 

algorithm is explained as follows. 

Step 1: For t=1, arbitrarily initialize all weights ( )R

jiW t  and 

)(tW O

j
, 1,..., Ii m  , 1,..., Ij m . Set the learning rates  I

O
 

and R

I . 

Step 2: Forward calculate 1( )jI t , 1( )jO t  and )(2 tO  using Eqs. 

(1), (2) and (3) in sequence. 

Step 3: Backward calculate 

)(

)(

tW

tE
O

j

I



   and 

)(

)(

tW

tE
R

ji

I



  using 

Eqs. (9) and (10).  

Step 4: Calculate )(tW O

j
 and ( 1)R

jiW t   using Eqs. (5) and 

(6). Let t=t+1, then return step 2. 

  

2.2 The Recurrent Neural Network Controller 

The network structure of the proposed RNNC is shown 

in Fig. 3. The RNNC consists of a two-layered network 

structure, input layer and output layer. The input layer and 

output layer have 
Cm  neurons and one neuron, 

respectively, which are setted as 
Cm = 4. The input and 

output of the jth neuron of the input layer are denoted by 
1( )jS t  and 1( )jT t , 1,..., Cj m . The output layer has one 

neuron, which input and output are denoted as 2 ( )S t  and 

( )u t . The superscripts and subscripts are the same as those 

of the RNNI. The input signals of the RNNC are 

1( ),..., ( )
CmS t S t , which consists of ( 1)u t  , )1( ty , …,  

)3( ty . Each neurons of the input layer are connected with 

each other using recurrent weights  ( )R

jiV t ,  1,..., Ci m  and 

1,..., Cj m . The neurons of the input layer and output layer 

are connected with weights  ( )O

jV t , 1,..., Cj m .  
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Fig. 6 The network structure of the RNNC 

 

The mathematical operation of the RNNC can be 

expressed as follows.  

(a) Input layer: 

The input and output of the jth neuron of the input layer 

can be expressed as: 

1 1

1

( ) ( ) ( ) ( 1),     1,.....,
Cm

R

j j ji i C

i

S t S t V t T t j m


           (11) 
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1 1

1 1

( ) ( )

1 1

( ) ( )
( ) ( ( )) ,     1,.....,

j j

j j

S t S t
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e e
T t f S t j m

e e






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

          (12) 

  

(b) Output layer: 

The output layer has one neuron, which input and output 

are equal and can be expressed as: 

2 1

1

( ) ( ) ( ) ( ),
Cm

O

j j

j

u t S t V t T t


               (13) 

Due to the properties of guaranteed convergence, and 

minimizing the performance function, an error function for 

the RNNC is defined as 

   2)()(
2

1
)( tytrtEC                         (14) 

where )(tr  and )(ty  are the reference commands and plant 

outputs.  

The weights )(tV O

j
 and ( )R

jiV t  can be adjusted using the 

steepest descent algorithm, which is expressed as   
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where O

C  and R

C  and  are the learning rates of the RNNC. 

The gradient of error ( )CE t with respect to the weights 

)(tV O

j
 and ( )R

jiV t  are represented as 
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Since the plant is normally an unknown system, the 

unknown values can be estimated using the RNNI. When 

the RNNI is learned, the dynamic behavior of the RNNI is 

close to the unknown plant, i.e., )()( 2 tOty  . Therefore, 

using  Eqs. (3), (2) and (1), 
)(

)(

tu

ty



  becomes 
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Using Eqs. (13), (12) and (11), ( ) / ( )R

jiu t V t   becomes 
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Substituting Eqs. (14), (19) and (13) into (17) yields 
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Substituting Eqs. (14), (19) and (20) into (18) yields 
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According to the above formula, the RNNC training 

algorithm is explained as follows. 

Step 1: For t=1, arbitrarily initialize all weights ( )R

jiV t  and 

( )O

jV t , 1,..., Ci m  and 1,..., Cj m . Set the learning rates O

C  and 

R

C . 

Step 2: Forward calculate )(1 tS j
, 1( )jT t  and )(tu  using Eqs. 

(11), (12) and (13) in sequence. 

Step 3: Backward calculate 

)(

)(

tV

tE
O

j

C



  and 

)(

)(

tV

tE
R

ji

C



  using Eqs. 

(21) and (22).  

Step 4: Calculate ( 1)O

jV t   and ( 1)R

jiV t   using Eqs. (15) and 

(16) . Let t=t+1, then return step 2. 

 

3. Stability Analysis 

The system will be stable if 0e . Then )(te  will 

equal to zero as time t  approaches   (infinity). So we 

should first deduce the characteristic for the differentiation 

of the error function of the RNN. 

We first define the error function as 
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By using the steepest descent algorithm 
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where ‧  is the Euclidean norm.  
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For the equation (10), because of 2
)(tg


, 2e must be greater 

than zero. And 
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Then the system will converge and stabilize, or  
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g
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4.  Algorithm of RNN in AOI platform 

Step 1. Initial weights matrix )(tW R

ji
, )(tW O

j
 and )(tV R

ji
, 

)(tV O

j
, O

I   R

I , O

c  and R

c . 

Step 2. Calculate the inputs )(tSi
, )(1 tI j

 and outputs of 

)(1 tO j
, )(tu  of RNNC. 

Step 3. Calculate the output of system plant )(ty . 

Step 4. Define the input )(1 tI i
 of RNNI and calculate each 

input and output of the layer, )(1 tO j
, )(2 tI  and 

)(2 tO . 

Step 5. using equation (9), (10) to adjust the weights of 

),(tW R

ji
 )(tW O

j
, )(tV R

ji
 )(tV O

j
. 

Step 6. Go back to step 2. 

 

4.  Simulation results 

According to the practical control conditions used in 

AOI system the speed simulation were set at 20 mm/s, 10 

mm/s and 5 mm/s, individually. The route of moving 

platform was set 1500 mm, the maximum load could be 

120N, and the simulation time for NNC controller to meet 

the target speed of linear was set in 5 seconds. 

The parameters of linear servomotor and NNI   are set 

as follows:  

a.   J= 4108.6   

b.  B= 41015.5   ( viscosity coefficient) 

c.  R

I = 0.003 

d. O

I = 0.003 

e. R

c = 0.0005 

f. O

c = 0.0005 

 

a. Linear moving speed at 400 rpm:  

 

 

Figure 7 shows the performance of the motor output 

speed rapidly reach the target speed. Figure 8 shows the 

performance of motor speed and the NNI learning effect, it 

can cause NNC to get an adaptive output signal onto the 

controller.   
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Fig. 7 The performance of motor speed and the target speed 
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    Fig. 8 the performance of motor speed with NNI learning  

 

b. Linear moving speed at 450 rpm: 

Figure 9 and 10 show the simulation performances of 

motor speed vs. target speed and the performance of the 

NNI traces the motor plant outputs. It can rapidly reach the 

target value within 1 second. 
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Fig. 9 the performance of the motor speed and the target speed 

at speed 450 rpm 
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Fig.  10 the performance of motor speed with NNI learning 

at speed 450 rpm 

   

c. Linear moving speed at 500 rpm: 

    When the target speed is adjusted to 500 rpm, the NNC 

controller shows best performance in speed control and 

NNI learning with the motor plant. No overshoot happens 

and rapidly reach the target values within 1 second. The 

simulation results as shown in Fig. 11 and 12, individualy. 
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Fig. 11 performance of the motor speed and the target speed at 

speed 500 rpm 
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Fig. 12 the performance of motor speed with NNI learning 

at speed 500 rpm  

5. Conclusion 

 The RNN controller for linear servomotor speed 

control in AOI system proposed in this paper shows high 

speed and stable convergence with same learning rate. It 

differs from the conventional three layer neural network 

and other controller such as PLC, PID or fuzzy neural 

controller methods. It also shows better fault tolerance, as 

well as different speed without learning rates adjustment. 

They also can avoid the system complexity and effectively 

control the speed of the linear servomotor. 

 

NOMENCLATURE 

IE  Error function of RNNI. 

cE  Error function of RNNC. 

1

iI  First layer’s input of RNNI at i th neuron.  

1

ciI  First layer’s input of RNNC at i th neuron. 

2I  Second layer’s input of RNNI  

1

jO  First layer’s output of RNNC at j th neuron 

1

jO  First Layer’s output of RNNI at i th neuron.  

2O  Second layer’s output of RNNI  

u  Output of RNNC 
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R

jiW  First layer’s weight of RNNI between j th neuron 

and i th neuron. 

O

jW  Second layer’s weight of RNNI at j th neuron. 

R

jiV  First layer’s weight of RNNC between j th neuron 

and i th neuron 

O

jV   Second layer’s weight of RNNC between j th 

neuron. 

IiX  Input values of RNNI 

iX   Input values of RNNC. 

y  Output of plant.  

O

c   Learning rate of RNNC at output layer. 

R

c  Learning rate of RNNC at first layer. 

O

I  Learning rate of RNNI at output layer. 

R

I  Learning rate of RNNI at first layer. 
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